
International Journal of Advanced Engineering, Management and Science (IJAEMS)                     [Vol-3, Issue-5, May- 2017] 

https://dx.doi.org/10.24001/ijaems.3.5.15                                                                                                                  ISSN: 2454-1311 

www.ijaems.com                                                                                                                                                                          Page | 504  

Automotive Networks : A Review 
Manoj. V 1, Niresh J 2 

 
1 PG Student, Dept of Automobile Engineering, PSG College of Technology, Peelamedu, Coimbatore. India 

2 Asst Professor, Dept of Automobile Engineering, PSG College of Technology, Peelamedu, Coimbatore. India 

 

Abstract—In recent years, rapid growth in the field of 

electronics and computer technology which makes the life 

simpler and faster. This development hits the automobile 

sector, which makes increases the systems in vehicle like 

infotainment system, safety system and security system. 

These systems are integrated to know the status of the 

vehicle for each and every second, this is done by means 

of different networking protocols. In this paper, the 

different network architecture and protocols are 

discussed and which is best suited for automobile in the 

current scenario. 

Keywords—Controller Area network, LIN, MOST, 
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I. INTRODUCTION 

A modern car contains a lot of electronic devices such as 

advanced safety systems, powertrain control, sensors, and 

means for diagnostics. These subsystems have evolved 

over time, relying on various communication services 

provides different networking technologies. 

Communication is needed among the many circuits and 

functions of the vehicle. For example, when the driver 

presses the headlights switch on the dashboard, the 

headlights react. For this to occur, communication is 

needed between the dashboard switch and the front of the 

vehicle. In current vehicle systems this type of 

communication is handled via a dedicated wire through 

point-to-point connections. If all possible combinations of 

switches, sensors, motors, and other electrical devices in 

fully featured vehicles are accumulated, the resulting 

number of connections and dedicated wiring is enormous. 

Networking provides a more efficient method for today's 

complex in-vehicle communication. The early days of 

networking involved proprietary serial buses using 

generic UART (Universal Asynchronous 

Receiver/Transmitter) or custom devices.  

In-vehicle networking, also known as multiplexing, is a 

method for transferring data among distributed electronic 

modules via a serial data bus. Without serial networking, 

inter-module communication requires dedicated, point-to-

point wiring resulting in bulky, expensive, complex, and 

difficult to install wiring harnesses. Applying a serial data 

bus reduces the number of wires by combining the signals 

on a single wire through time division multiplexing. 

Information is sent to individual control modules that 

control each function, such as anti-lock braking, turn 

signals, and dashboard displays. 

A decreased number of dedicated wires is required for 

each function, and thus reduces the size of the wiring 

harness. System cost, weight, reliability, serviceability, 

and installation are improved. Common sensor data, such 

as vehicle speed, engine temperature, etc. are available on 

the network, so data can be shared, thus eliminating the 

need for redundant sensors. Networking allows greater 

vehicle content flexibility because functions can be added 

through software changes. Existing systems require an 

additional module or additional I/O pins for each function 

added. Car manufacturers are discovering new features 

that are enabled by networking. For example, the 1996 

Lincoln Continental's Memory Profile System stores each 

driver's preference for ride firmness, seat positions, 

steering assist effort, mirror positions, and even radio 

station presets. 

 

II. TYPES OF VEHICLE NETWORKS 

Controller Area Network 

The Controller Area Network (CAN, also known as CAN 

Bus) is a vehicle bus standard designed to allow 

electronic control units and devices to communicate with 

each other in applications without a host computer. As an 

alternative to conventional multi-wire looms, CAN Bus 

allows various electronic components (such as: electronic 

control units, microcontrollers, devices, sensors, actuators 

and other electronic components throughout the vehicle) 

to communicate on a single or dual-wire network data bus 

up to 1 Mb/s. The CAN Bus is a message based protocol, 

designed originally for multiplex electrical wiring within 

motor vehicles, but also can be used in many other 

contexts.  

Typically the CAN Bus is made up two wires, CAN-H 

(CAN High) and CAN-L (CAN Low) which connect to 

all the devices in the network. The signals on the two 

CAN lines have the same sequence of data, but their 

amplitudes are opposite. So if a pulse on the CAN-H line 

goes from 2.5V to 3.75V then the corresponding pulse on 

the CAN-L line goes from 2.5V to 1.25V (opposite than 

CAN-H). By sending the data in equal and opposite ways 

like this allows for greater noise immunity and therefore 

less chance of the data being corrupted. Status of bit with 

the value 0 = 2.5V differential voltage = dominant state  
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Status of bit with the value 1 = 0V differential voltage = 

recessive state. CAN Controller receives the transfer data 

from the microcomputer integrated in the control 

unit/device (also known as CAN Node). The CAN 

controller processes this data and relays it to the CAN 

transceiver. Also, the CAN controller receives data from 

the CAN transceiver, processes it and relays it to the 

microcomputer integrated in the control unit/device (CAN 

Node).CAN Transceiver is a transmitter and receiver in 

one. It converts the data which the CAN controller 

supplies into electrical signals and sends this data over the 

data bus lines. Also, it receives data and converts this data 

for the CAN controller. CAN Data Bus Terminal is a 

resistor (R) typically of 120 ohms. It prevents data sent 

from being reflected at the ends and returning as an echo. 

Supplying Data: The CAN Node provides data to the 

CAN controller for transfer. Sending Data: The CAN 

transceiver receives data from the CAN controller, 

converts it into electrical signals and sends them back into 

the network. Receiving Data: All other CAN Nodes 

networked with the CAN data bus become receivers. 

Checking Data: The CAN Node checks whether they 

require the data they have received for their functions or 

not. Accepting Data: If the received data is important, it is 

accepted and processed. If not, the received data is 

ignored. 

There are two different ISO standards for CAN systems 

that relate to the physical layer: ISO 11898-3 low speed 

CAN up to 125 kb/s (distance up to 500 m) and ISO 

11898-2 high speed CAN up to 1 Mb/s (distance up to 40 

m).The CAN system is further divided into two formats 

for the message frames 2.0A and 2.0B, the two standards 

differ in the size of the identifiers (ID)Standard 

CAN (version 2.0A) uses 11 bit identifiers in the 

arbitration field. Extended CAN (version 2.0B) supports a 

length of 29 bits for the identifier, made up of the 11 bit 

identifier (base identifier) and an 18 bit extension. 

CAN BUS DATA MESSAGE STRUCTURE 

Start Field is the beginning of a message with a dominant 

bit. So this field marks the start of the data rotocol. A bit 

with 3.75 V (depending on the used system) is sent over 

the CAN-H line and a bit with 1.25 V is sent over the 

CAN-L line, i.e. the differential voltage is 2.5V. Message 

Identifier defines the level of priority of the data protocol. 

If, for instance, two CAN Nodes want to send their data 

protocol simultaneously, the CAN Node with the higher 

priority takes precedence. The lower the value the higher 

the priority of the message. As stated earlier, depending 

on the standard being used, the length of the frames can 

be in two formats: standard, which uses an 11 bit 

arbitration ID, and extended, which uses a 29 bit 

arbitration ID. Control, also known as Check Field 

displays the number of items of information contained in 

the data field.  

 
Fig.1: Can architecture 

This field allows any receiver to check whether it has 

received all the information transferred to it. Data Field, 

in this field the information is transferred to the other 

CAN Nodes. CRC = Cyclic Redundancy Check, also 

known as Safety Field contains 15 bit cyclic redundancy 

check code and a recessive delimiter bit. The CRC field is 

used for transfer faults detection. ACK = Acknowledge 

Field, also known as Confirmation Field, in this field the 

receivers signal to the transmitter that they have correctly 

received the data protocol. If an error is detected, the 

receivers notify the transmitter of this immediately. The 

transmitter then sends the data protocol again. EF = End 

Field, this field marks the end of the data protocol. This is 

the last possibility to indicate errors which lead to a repeat 

transfer. As stated earlier, at the CAN system there is no 

master that controls when individual CAN Nodes have 

access to read and write data on the CAN Bus. When a 

CAN Node is ready to transmit data, it checks to see if the 

Bus is busy and then simply writes a CAN frame 

(message) onto the network. The CAN frames that are 

transmitted do not contain addresses of either the 

transmitting node or any of the intended receiving 

node(s). Instead, an arbitration ID that is unique 

throughout the network labels the frame. All CAN Nodes 

on the CAN network receive the CAN frame, and 

depending on the arbitration ID of that transmitted frame, 

each CAN Node on the network decides whether to 

accept or ignore the received frame. If multiple CAN 

Nodes try to transmit a message onto the CAN Bus at the 

same time, the node with the highest priority (lowest 

arbitration ID) automatically gets Bus access. Lower-

priority CAN Nodes must wait until the Bus becomes 

available before trying to transmit again. In this way, you 

can implement CAN networks to ensure deterministic 

communication among CAN Nodes.  

LOCAL INTERCONNECT NETWORK (LIN) 

LIN (Local Interconnect Network) is a concept for low 

cost automotive networks, which complements the 
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existing portfolio of automotive multiplex networks. LIN 

will be the enabling factor for the implementation of a 

hierarchical vehicle network in order to gain further 

quality enhancement and cost reduction of vehicles. The 

standardization will reduce the manifold of existing low-

end multiplex solutions and will cut the cost of 

development, production, service, and logistics in vehicle 

electronics. The LIN standard includes the specification 

of the transmission protocol, the transmission medium, 

the interface between development tools, and the 

interfaces for software programming. LIN promotes the 

interoperability of network nodes from the viewpoint of 

hardware and software, and a predictable EMC behaviour. 

 

WORKFLOW 

The LIN workflow concept allows for the implementation 

of a seamless chain of design and development tools and 

it enhances the speed of development and the reliability of 

the LIN cluster. The LIN Configuration Language allows 

for safe sub-contracting of nodes without jeopardizing the 

LIN system functionality by e.g. message incompatibility 

or network overload. It is also a powerful tool for 

debugging of a LIN cluster, including emulation of non-

finished nodes. The LIN Node Capability Language, 

which is a new feature in LIN 2.0, provides a 

standardized syntax for specification of off-the-shelves 

slave nodes. This will simplify procurement of standard 

nodes as well as provide possibilities for tools that 

automate cluster generation. Thus, true Plug-and-Play 

with nodes in a cluster will become a reality. 

An example of the intended workflow is depicted below: 

The slave nodes are connected to the master forming a 

LIN cluster. The corresponding node capability files are 

parsed by the system defining tool to generate a LIN 

description file (LDF) in the system definition process. 

The LDF is parsed by the System Generator to 

automatically generate LIN related functions in the 

desired nodes (the Master and Slave3 in the example 

shown in the picture above). The LDF is also used by a 

LIN bus analyzer/emulator tool to allow for cluster 

debugging. 

 

NODE CONCEPT 

The workflow described above generates the complete 

LIN cluster interaction module and the developer only has 

to supply the application performing the logic function of 

a node. Although much of the LIN specifications assumes 

a software implementation of most functions, alternative 

realizations are promoted. In the latter case, the LIN 

documentation structure shall be seen as a description 

model only: A node in a LIN cluster interfaces to the 

physical bus wire using a frame transceiver. 

The frames are not accessed directly by the application; a 

signal based interaction layer is added in between. As a 

complement, a diagnostic interface exist between the 

application and the frame handler, as depicted below. 

 

MASTER AND SLAVE 

A LIN cluster consists of one master task and several 

slave tasks. A master node1 contains the master task as 

well as a slave task. All other nodes contain a slave task 

only. A sample LIN cluster with one master node and two 

slave nodes is depicted below: 

A node may participate in more than one cluster. The 

term node relates to a single bus interface of a node if the 

node has multiple LIN bus interfaces. The master task 

decides when and which frame shall be transferred on the 

bus. The slave tasks provide the data transported by each 

frame. Both the master task and the slave task are parts of 

the Frame handler. 

 

FRAMES 

A frame consists of a header (provided by the master 

task) and a response (provided by a slave task). 

The header consists of a break and sync pattern followed 

by an identifier. The identifier uniquely defines the 

purpose of the frame. The slave task appointed for 

providing the response associated with the identifier 

transmits it, as depicted below. The response consists of a 

data field and a checksum field. The slave tasks interested 

in the data associated with the identifier receives the 

response, verifies the checksum and uses the data 

transported. 

This results in the following desired features: 

System flexibility: Nodes can be added to the LIN cluster 

without requiring hardware or software changes in other 

slave nodes. 

Message routing: The content of a message is defined by 

the identifier2. 

Multicast: Any number of nodes can simultaneously 

receive and act upon a single frame. 

Data transport Two types of data may be transported in a 

frame; signals or diagnostic messages. Signals are scalar 

values or byte arrays that are packed into the data field of 

a frame. A signal is always present at the same position of 

the data field for all frames with the same identifier. 

Diagnostic messages are transported in frames with two 

reserved identifiers. The interpretation of the data field 

depends on the data field itself as well as the state of the 

communicating nodes. The master task (in the master 

node) transmits frame headers based on a schedule table. 

The schedule table specifies the identifiers for each 

header and the interval between the start of a frame and 

the start of the following frame. The master application 

may use different schedule tables and select among them. 
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The LIN Specification Package consists of the following 

specifications: 

• The LIN Physical Layer Specification describes the 

physical layer, including bit rate, clock tolerances, etc. 

• The LIN Protocol Specification describes the data link 

layer of LIN. 

• The LIN Diagnostic and Configuration Specification 

describes the service that can be layered on top of the 

data link layer to provide for diagnostic messages and 

node configuration. 

• The LIN API Specification describes the interface 

between the network and the application program, 

including the diagnostic module. 

• The LIN Configuration Language Specification 

describes the format of the  

• LIN description file, which is used to configure the 

complete network and serve as a common interface 

between the OEM and the suppliers of the different 

network nodes, as well as an input to development and 

analysis tools. 

• The LIN Node Capability Language Specification 

describes a format used to describe off-the-shelf slave 

nodes that can be used with a Plug-and-Play tool to 

automatically create LIN description files. 

 

FLEXRAY 

FlexRay is an automotive networking standard that was 

developed by the FlexRay consortium which disbanded in 

2009. Members of the FlexRay consortium before its 

dissolution included BMW, Volkswagen, Daimler and 

General Motors. The main advantages of FlexRay over 

CAN are its flexibility, higher maximum data rate 

(10Mbps) and its deterministic, time triggered, TDMA 

behaviour. However, FlexRay nodes are more expensive 

than CAN nodes which can be unappealing for high 

volume manufacture. It provides constant latency and 

jitter through clock synchronisation. Its tight latency and 

time characteristics mean that is is often used as part of 

’drive-by-wire’ applications where deterministic 

performance is critical. A similar standard is TTP. 

 

MOST 

MOST was developed to primarily support networking of 

multimedia data. The maximum possible bandwidth as 

defined by the MOST150 standard is 150 Mb/s, which 

makes it much more suitable than CAN for multimedia 

data transmission.While the MOST Cooperation  

published the MOST specification, it lacks specific details 

relating to the data link layer (OSI Layer 2), making these 

details available only on a royalty basis. 

 

 

ETHERNET 

Ethernet is a commonly utilized communication bus, 

which is the communication technology of choice for 

much of the Internet due to its cost, speed, and flexibility. 

A motivating force for Ethernet for use in vehicles is the 

increased bandwidth that it offers. Legacy technologies 

such as CAN and MOST were specifically developed for 

automotive applications and, as such, offer an advantage 

in that they are tailored with in-vehicle communication in 

mind. At the time of their inception, the bandwidth levels 

provided were sufficient for the applications that they 

supported, i.e., by modern standards, low-bandwidth 

control applications, but this is no longer the case. 

Ethernet has already superseded CAN bus connections for 

interfacing with diagnostic equipment due to its increased 

bandwidth, example of the time taken to flash the 

firmware of a vehicle. Using a CAN based network, this 

process takes 10 h when flashing an 81-MB firmware 

update. Using an Ethernet network and a much larger 1-

GB update, this procedure takes 20 min. Driver assistance 

applications are a rapidly expanding area of research. The 

placement of a variety of sensors around and throughout a 

vehicle allows for the development of new and exciting 

safety features such as collision avoidance, lane departure 

detection, traffic sign classification, blind spot detection, 

driver intent detection, pedestrian detection, automatic 

cruise control, and many others. These sensors are being 

used to communicate information to the driver in useful 

and innovative ways. These applications take advantage 

of high-bandwidth sensors around the vehicle, such as 24-

GHz short-range or 77-GHz long-range RADAR sensors, 

ultrasonic, infrared cameras, and RGB optical video 

cameras. In, we estimate the raw bandwidth requirements 

of a single 1280 × 960 pixel resolution camera stream at 

30 frames/s, with a depth of 8 bits per pixel for each of 

the red, green, and blue colour channels. This calculation 

assumes the transmission of uncompressed video, which 

is not uncommon among currently commercially 

available Ethernet camera modules. The transmission of 

uncompressed video is far beyond the capabilities of 

current generation technologies but could be supported 

using gigabit Ethernet. 

 

III. CONCLUSION 

Hence the improvement in the automobile sector which is 

totally heading towards the communication and 

networking which further leads to development in the 

automobile has been reviewed. The network schemes 

involved in safety, comfort and infotainment systems for 

the passengers have been considered for the study. 
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